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This bibliography is intended as a resource for lawyers working in cybersecurity and artificial intelligence.

The following tables loosely group relevant publicly available materials into five general (and, in some cases,

overlapping) categories. The following materials are not intended to be comprehensive and are primarily

issued by government agencies, technology think tanks, and industry consortiums. The materials below are

only meant to provide a starting point in a very dynamic field: numerous other resources are available,

including those that are more technical in nature or that are provided by developers of AI systems.

Please note that the materials below may have been updated or moved since this document was last

updated in July 2025.
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FBI
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Intelligence (May 2024)

New York

Department of
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Combat Related Risks (October 2024)

Federal Office for

Information Security

(Germany)

AI Security Concerns in a Nutshell (September 2023)

Federal Office for

Information Security

(Germany)

How is AI Changing the Cyber Threat Landscape? (April 2024)
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https://csrc.nist.gov/pubs/ai/100/2/e2025/final
https://www.fbi.gov/contact-us/field-offices/sanfrancisco/news/fbi-warns-of-increasing-threat-of-cyber-criminals-utilizing-artificial-intelligence
https://www.dfs.ny.gov/industry-guidance/industry-letters/il20241016-cyber-risks-ai-and-strategies-combat-related-risks
https://www.bsi.bund.de/SharedDocs/Downloads/EN/BSI/KI/Practical_Al-Security_Guide_2023.pdf?__blob=publicationFile&v=5
https://www.bsi.bund.de/SharedDocs/Downloads/EN/BSI/KI/How-is-AI-changing-cyber-threat-landscape.pdf?__blob=publicationFile&v=2
https://www.mayerbrown.com/en/people/l/lilley-stephen
https://www.mayerbrown.com/en/people/h/hadnes-bruder-master-en-droit-llm-ana
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OECD Defining AI Incidents and Related Terms (May 2024)

OWASP OWASP Top 10 for LLM Applications 2025 (November 2024)
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AI Agentic Security Initiative (February 2025)

MITRE ATLAS (Adversarial Threat Landscape for Artificial-Intelligence Systems)

Center for Security

and Emerging

Technology

Issue Brief: Cybersecurity Risks of AI-Generated Code (November 2024)

Center for Security

and Emerging

Technology

Policy Brief: Anticipating AI’s Impact on the Cyber Offense-Defense

Balance (May 2025)

Center for Security

and Emerging

Technology

Issue Brief: How to Assess the Likelihood of Malicious Use of Advanced AI

Systems (March 2025)

RISK MANAGEMENT

ORGANIZATION PUBLICATION

NIST
NIST AI 100-1, Artificial Intelligence Risk Management Framework

(January 2023)

NIST
NIST AI 600-1, Artificial Intelligence Risk Management Framework:

Generative Artificial Intelligence Profile (July 2024)

CISA
Mitigating Artificial Intelligence (AI) Risk: Safety and Security Guidelines for

Critical Infrastructure Owners and Operators (April 2024)
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https://www.oecd.org/en/publications/defining-ai-incidents-and-related-terms_d1a8d965-en.html
https://genai.owasp.org/resource/owasp-top-10-for-llm-applications-2025/
https://genai.owasp.org/resource/agentic-ai-threats-and-mitigations/
https://atlas.mitre.org/
https://cset.georgetown.edu/publication/cybersecurity-risks-of-ai-generated-code/
https://cset.georgetown.edu/wp-content/uploads/CSET-Anticipating-AIs-Impact-on-the-Cyber-Offense-Defense-Balance.pdf
https://cset.georgetown.edu/publication/how-to-assess-the-likelihood-of-malicious-use-of-advanced-ai-systems/
https://nvlpubs.nist.gov/nistpubs/ai/nist.ai.100-1.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.600-1.pdf
https://www.dhs.gov/sites/default/files/2024-04/24_0426_dhs_ai-ci-safety-security-guidelines-508c.pdf
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NIST

NIST SP 800-218A, Secure Software Development Practices for

Generative AI and Dual-Use Foundation Models: An SSDF Community

Profile (July 2024)

NSA, CISA, and

Global Partners

AI Data Security: Best Practices for Securing Data Used to Train &

Operate AI Systems (May 2025)

UK NCSC, CISA

and Global Partners
Guidelines for Secure AI System Development (November 2023)

UK Department for

Science, Innovation

& Technology

Code of Practice for the Cyber Security of AI (January 2025)

Center for Security

and Emerging

Technology

How to Improve AI Red-Teaming: Challenges and Recommendations

(March 2025)

SECURE DEPLOYMENT

ORGANIZATION PUBLICATION

NSA, CISA, and

Global Partners

Deploying AI Systems Securely: Best Practices for Deploying Secure and

Resilient AI Systems (April 2024)

UK NCSC Principles for the Security of Machine Learning (August 2022)

Australian Cyber

Security Centre,

CISA and Global

Partners

Engaging with Artificial Intelligence (AI) (January 2024)

European

Parliamentary

Research Service

At a Glance: Artificial Intelligence and Cybersecurity (April 2024)
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https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.pdf
https://media.defense.gov/2025/May/22/2003720601/-1/-1/0/CSI_AI_DATA_SECURITY.PDF
https://www.ncsc.gov.uk/collection/guidelines-secure-ai-system-development
https://www.gov.uk/government/publications/ai-cyber-security-code-of-practice/code-of-practice-for-the-cyber-security-of-ai
https://cset.georgetown.edu/article/how-to-improve-ai-red-teaming-challenges-and-recommendations/
https://media.defense.gov/2024/Apr/15/2003439257/-1/-1/0/CSI-DEPLOYING-AI-SYSTEMS-SECURELY.PDF
https://www.ncsc.gov.uk/files/Principles-for-the-security-of-machine-learning.pdf
https://www.cyber.gov.au/sites/default/files/2025-03/Engaging%20with%20artificial%20intelligence%20%28January%202024%29.pdf
https://www.europarl.europa.eu/RegData/etudes/ATAG/2024/762292/EPRS_ATA(2024)762292_EN.pdf


ORGANIZATION PUBLICATION

ENISA Multilayer Framework for Good Cybersecurity Practices for AI (June 2023)

ENISA Securing Machine Learning Algorithms (December 2021)

European

Telecommunications

Standards Institute

(ETSI)

ETSI GAR SAI 009, Group Report, Securing Artificial Intelligence (SAI);

Artificial Intelligence Computing Platform Security Framework (February

2023)

European

Telecommunications

Standards Institute

(ETSI)

ETSI GR SAI 007, Group Report, Security Artificial Intelligence (SAI);

Explicability and Transparency of AI Processing (March 2023)

SANS Institute DRAFT: Critical AI Security Guidelines, v1.1 (April 2025)

Center for Security

and Emerging

Technology

Workshop Report: Securing Critical Infrastructure in the Age of AI (October

2024)

INCIDENT PREPARATION

ORGANIZATION PUBLICATION

CISA
Scenario Document: Joint Cyber Defense Collaborative Artificial

Intelligence Cyber Tabletop Exercise (June 2024)

CISA JCDC AI Cybersecurity Collaboration Playbook (January 2025)
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https://www.enisa.europa.eu/sites/default/files/publications/Multilayer%20Framework%20for%20Good%20Cybersecurity%20Practices%20for%20AI.pdf
https://www.enisa.europa.eu/sites/default/files/publications/ENISA%20Report%20-%20Securing%20Machine%20Learning%20Algorithms.pdf
https://www.etsi.org/deliver/etsi_gr/SAI/001_099/009/01.01.01_60/gr_SAI009v010101p.pdf
https://www.etsi.org/deliver/etsi_gr/SAI/001_099/007/01.01.01_60/gr_SAI007v010101p.pdf
https://www.sans.org/mlp/critical-ai-security-guidelines/
https://cset.georgetown.edu/publication/securing-critical-infrastructure-in-the-age-of-ai/
https://www.cisa.gov/sites/default/files/2024-06/June_13_TTX_Plan_508c.pdf
https://www.cisa.gov/sites/default/files/2025-01/JCDC%20AI%20Playbook.pdf
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