
Is the AI system intended to be used as a safety component of a regulated product, or 

is it itself a regulated product in one of the following areas? 

- Machinery

- Safety of toys

- Recreational craft and personal 

watercraft

- Lifts and safety components for lifts

- Equipment and protective systems for 

use in potentially explosive atmospheres

- Radio equipment

- Pressure equipment

- Cableway installations

- Personal protective equipment

- Appliances burning gaseous fuels

- Medical devices

- In vitro medical devices

- Civil aviation and security

- Road vehicles (including agricultural 

vehicles) and trailers

- Marine equipment

- Rail system

Is the system intended to interact directly 

with natural persons?

Does the system generate or manipulate 

audio, image, video, or text content?

Does the system recognise emotions or 

biometrically categorise individuals?
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Start

The EU AI Act
No does not apply

to the system.

Yes

No

Does this involve an AI model that is trained with a large
amount of data using self-supervision at scale, displays

significant generality and is capable of competently performing
a wide range of distinct tasks, and can be integrated into a
variety of downstream systems or applications (a ‘General

Purpose AI’)?

Yes

The model is a General
Purpose AI.

No

Is the AI system intended to be used as a safety component of a regulated product, or
is it itself a regulated product in one of the following areas?

Yes

Yes

No
- Machinery
- Safety of toys
- Recreational craft and personal
watercraft
- Lifts and safety components for lifts
- Equipment and protective systems for
use in potentially explosive atmospheres
- Radio equipment
- Pressure equipment
- Cableway installations

Yes

- Personal protective equipment
- Appliances burning gaseous fuels
- Medical devices
- In vitro medical devices
- Civil aviation and security
- Road vehicles (including agricultural
vehicles) and trailers
- Marine equipment
- Rail system

This use is likely to be
Prohibited. Please

consult external counsel. The model is a General
Purpose AI with systemic

risks.

Provider   Deployer

You are a provider of a
high risk system.

You are a deployer of a
high risk system.

No

Yes

Yes No

No

You may be exempt
from certain

provisions of the
Act. You must
document this

assessment. You
must register the

system. Please
check with counsel

for next steps.

No Yes

Provider Deployer

You are a provider of a
high risk system.

You are a deployer of a
high risk system.

Deployer Provider

Yes

Is the system intended to interact directly
with natural persons?

No

Does the system generate or manipulate
audio, image, video, or text content?

Yes

No

You are not subject to
additional technical

obligations under the Act.

As a provider of a
transparency risk AI

system you are subject to
obligations under the Act.

Provider

Are you a provider
or a deployer of

the system?

Deployer Yes

No

As a provider of a
transparency risk AI

system you are subject to
obligations under the Act.

As a deployer of a
transparency risk AI

system you are subject to
obligations under the Act.

Are you a provider
or a deployer of

the system?

Deployer

As a deployer of a
transparency risk AI

system you are subject to
obligations under the Act.

Provider

You are not subject to
additional technical

obligations under the
Act.

Stop

This document is intended to assist with preliminary assessment and does not replace legal advice.

Does this involve a machine-based system that is designed to
operate with a varying level of autonomy, and that may

exhibit adaptiveness after deployment, and that, for explicit or
implicit objectives, infers, from the input it receives, how to

generate outputs such as predictions, content,
recommendations, or decisions that can influence physical or

virtual environments (an ‘AI system’)?

Does the AI technology:

1. Use subliminal, manipulative or deceptive techniques to distort a
behavior/decision-making of individuals.

2. Exploit vulnerabilities like age, disability, social or economic situation 
to distort behavior.

3. Classify individuals based on social behavior or personal characteristics 
(social scoring) leading to detrimental or unfavorable treatment that is 
out of context or disproportionate.

4. Carry out risk assessments of individuals to assess or predict the risk 
of them committing a crime (predictive policing).

5. Carry out untargeted scraping of the internet or CCTV for facial 
images to build or expand facial recognition databases.

6. Infer emotions in the workplace or educational institutions, based on 
biometric data other than for medical or safety reasons.

7. Constitute biometric categorization systems based on biometric 
data (like facial images or fingerprints) to deduce or infer individuals’ race, 
political opinions, trade union membership, religious or philosophical 
beliefs, or sexual orientation.

8. Constitute real-time biometric identification system in publicly 
accessible spaces by law enforcement, subject to narrow exceptions.

Is the below applicable to the model?
- It was trained using computation exceeding 10^25 floating
point operations
- It has more than 10,000 business users in the EU
- It has high impact capabilities as per model evaluations.

The European Commission will decide which GPAI models pose 
systemic risk. The criteria may change from time to time.

Is the AI system intended for use in one of the following areas?
-Biometrics
-Safety components in the management and operation of critical infrastructure
(excluding cybersecurity)
-Education and vocational training
-Employment, workers management and access to self-employment
-Access to and enjoyment of essential private services and essential public services
and benefits
-Law enforcement
-Migration, asylum and border control management
- Administration of justice and democratic processes

Is the AI system:
-Intended to perform a narrow procedural task;
-Intended to improve the result of a previously completed human activity;
-Intended to detect decision-making patterns or deviations from prior decision-
making patterns, while not being meant to replace or influence the previously
completed human assessment, without proper human review;
-Intended to perform a preparatory task to an assessment relevant for the purposes
of the use cases listed in the previous question?

Does the AI system perform
profiling of natural persons?

Are you a provider
or a deployer of

the system?

Are you a provider
or a deployer of

the system?

Does the system recognise emotions or
biometrically categorise individuals?
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