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AI AND CYBERSECURITY

AI Threats

• AI-powered cyber attacks 

• Attacks on AI

Securing AI

• AI Security

– Expectations for 

developers

– Expectations for deployers

• Red-teaming AI

• Responding to security 

incidents affecting AI

AI for Security

• Government support for 

use of AI for security

• Treatment of cybersecurity 

systems under AI 

regulations
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• Non-cyber dimensions of AI safety (e.g., 

biological safety, chemical weapons, 

nuclear safety)

• Export controls

• Disinformation

• Algorithmic discrimination

• Online abuse

• Synthetic content

NOT ON TODAY’S AGENDA:
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AI  THREATS



M A Y E R  B R O W N   | 6

AI-POWERED CYBER ATTACKS

• Security teams and government officials have reported on the real-world use of 

AI to power cyber attacks, including through:

– Deepfakes used in social engineering attacks;

– AI-powered phishing campaigns;

– AI-enhanced cybersecurity attacks (e.g., identify and exploit security 

vulnerabilities) and exploitation (e.g., perform reconnaissance, scan and analyze 

data).

• Abuse of agentic AI tools may further power these attacks.  

Security researchers continue to demonstrate 

the potential for expanded malicious use of AI.

https://arxiv.org/pdf/2501.16466
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ATTACKS ON AI

• Policymakers are closely tracking the potential for a broad range of attacks on 

AI systems, including attacks that are common to other software-based systems 

and attacks that are distinctive to AI systems.

• Attacks include:

– Evasion attacks: malicious input to fool the model or reduce its accuracy, e.g., 

prompt injection

– Poisoning attacks, e.g., data poisoning, model poisoning

– Information extraction attacks, e.g., model stealing, data reconstruction, 

membership or attribute inference attacks

– Supply chain attacks, e.g., slopsquatting

• Companies can turn to an increasing number of resources to understand these 

attacks.
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SECURING AI
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AI SECURITY

• Policymakers have prioritized ensuring the security of the AI systems on which 

governments and businesses increasingly rely.

• Key focus areas for AI security include: 

– Data security

– Application security

– Model/model weight security

– Infrastructure security

– Securing AI output (code development)

The statistical, data-based nature of ML systems opens up new potential vectors for 

attacks against these systems’ security, privacy, and safety, beyond the threats faced by 

traditional software systems.

– NIST, Adversarial Machine Learning A Taxonomy and Terminology of Attacks 

and Mitigations (2025)
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EXPECTATIONS FOR DEVELOPERS

• General cyber risk measures:

• Secure SDLC, secure coding, and code review

• Threat modeling, risk assessment, and vulnerability testing

• Strong access controls and least privilege

• Supply chain security and component provenance

• Logging, monitoring, and incident response planning

• AI-specific measures:

• Data provenance, integrity, and bias assessment for training data

• Protection, versioning, and integrity of model weights and artifacts

• Adversarial robustness testing, red teaming, and guardrails for prompt 

injection 

• Monitoring for model drift, data poisoning, and misuse 

• Documentation of model limitations, intended use, and failure modes

• Considerations for the most powerful models
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EXPECTATIONS FOR DEPLOYERS

• General cyber risk measures:

– Establish robust governance and clear accountability

– Conduct risk assessment and document threats

– Harden configurations and keep systems patched

– Secure APIs and use secure protocols

– Promote security awareness, regular audits, and stay updated on emerging 

threats

• AI-specific measures:

– Leverage threat models from AI system developers

– Apply secure-by-design and Zero Trust to AI architecture

– Encrypt and tightly control access to AI model weights and sensitive data

– Validate AI artifacts’ integrity and test models for vulnerabilities

– Continuously monitor AI system behavior, inputs, and outputs
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TESTING AI SECURITY
The most powerful AI systems may 

pose novel national security risks 

in the near future in areas such as 

cyberattacks . . . as well as novel 

security vulnerabilities. Because 

America currently leads on AI 

capabilities, the risks present in 

American frontier models are likely 

to be a preview for what foreign 

adversaries will possess in the near 

future. Understanding the nature 

of these risks as they emerge is 

vital for national defense and 

homeland security.

Winning the Race: America’s AI Action 

Plan (July 2025).

• Distinctive aspects of AI red-teaming:

– Involves adversarial testing methods, e.g., attempts to elicit unwanted 

behaviors, subvert the model’s built-in defenses or guardrails

– Context-Dependent: Red-teaming practices and objectives vary by stakeholder 

(e.g., commercial developers vs. national security organizations) and by model 

type (general-purpose vs. specialized models)

• Challenges:

– Measurement: what does it mean to “break” a model, and what constitutes a 

model failure or vulnerability? 

– Testing across multiple models and tracking results over time

– Building consensus around testing practices and maintaining transparency

• Particular questions for frontier models



M A Y E R  B R O W N   | 13

RESPONDING TO AI SECURITY INCIDENTS

• Defining AI security incidents (vs. AI incidents)

• Distinctive features of AI security incidents:

– Specific threat vectors, e.g., poisoned training dataset, supply chain attacks like 

malicious code that is executed when the model is loaded

– Risk of compromise to sensitive and proprietary information, e.g., model 

weights, and to large datasets like training data

• Potential challenges ahead:

– Identifying suitable remediation (e.g., in case of data poisoning)

– Explainability of unintentional AI incidents, like algorithmic errors or system 

malfunctions

– Complexity and impact of shutting off the model or AI system

– Challenges relating to AI incident reporting and information sharing

EU Reporting Requirements 

EU AI Act

For high-risk AI systems, mandatory 

reporting of serious incidents, but definitions 

are vague: “an incident or malfunctioning of 

an AI system that directly or indirectly leads to 

the infringement of obligations under Union 

law intended to protect fundamental rights.” 

Additional incident reporting obligations 

under CRA, NIS2 and DORA.
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As AI systems advance in coding and 

software engineering capabilities, their 

utility as tools of both cyber offense and 

defense will expand. Maintaining a 

robust defensive posture will be 

especially important for owners of 

critical infrastructure, many of whom 

operate with limited financial resources. 

Fortunately, AI systems themselves can 

be excellent defensive tools. With 

continued adoption of AI-enabled 

cyberdefensive tools, providers of critical 

infrastructure can stay ahead of 

emerging threats.

Winning the Race: America’s AI 

Action Plan (July 2025).
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AI FOR SECURITY

• AI promises to help companies make their defenses stronger and their incident 

response teams more effective, including through:

– Vulnerability detection

– Enhanced threat detection and response

– Enhanced attack surface monitoring

– Automated patching

• Governments globally have supported the use of AI for security to tip the 

balance toward cyber defenders

• Policymakers have evaluated how to avoid putting undue regulatory burdens 

on AI when used for security purposes 
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THANK YOU!
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