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Al AND CYBERSECURITY

Al Threats Securing Al Al for Security

« Al-powered cyber attacks « Al Security » Government support for

— Expectations for use of Al for security

» Attacks on Al developers

« Treatment of cybersecurity
— Expectations for deployers systems under Al

« Red-teaming Al regulations

» Responding to security
incidents affecting Al




NOT ON TODAY'S AGENDA:

» Non-cyber dimensions of Al safety (e.g.,
biological safety, chemical weapons,

nuclear safety)
» Export controls
* Disinformation
« Algorithmic discrimination
* Online abuse

» Synthetic content
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Al-POWERED CYBER ATTACKS

 Security teams and government officials have reported on the real-world use of

On the Feasibility of Using LLMs to
Autonomously Execute Multi-host Network Attacks

Brian Singer', Keanc Lucas?, Lakshmi Adiga’, Mcghna Jain', Lujo Baucr', and Vy,

s Sckar'

'Carnegie Mellon University
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 Abuse of agentic Al tools may further power these attacks.

hasic CTF challeng
[59]. [27]. [22). [84]. [52]. [63]. [

To date, most of these CTF-style challenges focus on single
host problems. Real cyberattacks, howey n span multiple
network hosts, with attackers executing a variety of operations
such as reconnaissance, exploiting vulnerabilities to gain initial
and using compromised hosts 1o exfiliraie duta [37],
[42]. [9]. Today, the extent to which LLMs can autonamosly
execute multi-host network asmacks is not well understood [50].

To this end. our first conribution is MHBench, an open-
source and extensible henchmark for evaluating LLMs’ ability
to execute multi-host attacks. We implement 10 multi-host
network environments inspired from a mix of public repors
of real-world attacks [37], [29], reference topolagies (2], [3],
and peior woek [32], [S8]. 18], [2], [34].
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of our knowledge, this is the first systematic assessment of the
offl ¢ capabilities of LLMs in realistic multi-host scenarios.

We analyze how LLMSs fail using an attack graph formal-
ism [53]. We find that LLMs often output irelevant commands
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on tactics not relevant for thi ven when LLMs
Id reach useful
stales). incorrect implementations (e.g., n command with
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To address these failure modes, we inroduce Incalmo,
a high-level attack abstraction layer LLMs iteratively use
Incalme to autonomously conduct multi-hest network atiacks,
LLMs interact with Incalmo by outputiing tasks, a function
that returns 4 sequence of high-level sctions or queries for
Incalme 1w execute. The design of Incalmo builds on three

Security researchers continue to demonstrate
the potential for expanded malicious use of Al.
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ATTACKS ON Al

@owase | TOP 10 didsven

 Policymakers are closely tracking the potential for a broad range of attacks on
Al systems, including attacks that are common to other software-based systems
and attacks that are distinctive to Al systems.

* Attacks include: OWASP Top 10 for
LLM Applications 2025
— Evasion attacks: malicious input to fool the model or reduce its accuracy, e.g., —_— its
prompt injection - N

— Poisoning attacks, e.g., data poisoning, model poisoning

February 2025

— Information extraction attacks, e.g.,, model stealing, data reconstruction,
membership or attribute inference attacks

— Supply chain attacks, e.g., slopsquatting

« Companies can turn to an increasing number of resources to understand these
attacks.
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Al SECURITY

* Policymakers have prioritized ensuring the security of the Al systems on which n
governments and businesses increasingly rely.

* Key focus areas for Al security include:
. Cybersecurity of Artificial Intelligence in
— Data security the Al Act

— Application security

— Model/model weight security
— Infrastructure security

— Securing Al output (code development)

The statistical, data-based nature of ML systems opens up new potential vectors for
attacks against these systems’ security, privacy, and safety, beyond the threats faced by
traditional software systems.

— NIST, Adversarial Machine Learning A Taxonomy and Terminology of Attacks
and Mitigations (2025)
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EXPECTATIONS FOR DEVELOPERS

* General cyber risk measures:

Secure SDLC, secure coding, and code review

Threat modeling, risk assessment, and vulnerability testing
Strong access controls and least privilege

Supply chain security and component provenance
Logging, monitoring, and incident response planning

* Al-specific measures:

Data provenance, integrity, and bias assessment for training data
Protection, versioning, and integrity of model weights and artifacts
Adversarial robustness testing, red teaming, and guardrails for prompt
injection

Monitoring for model drift, data poisoning, and misuse
Documentation of model limitations, intended use, and failure modes

+ Considerations for the most powerful models

Guidelines for secure Al
system development

800
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MAYER BROWN

10




EX P E CTATI O N S F O R D E P LOY E RS Joint Cybersecurity Information

TLP:CLEAR

National Cyber
Security Centre

P T —.

* General cyber risk measures: BoN SIS GESS . Jg[Natonal Ober

Canadian Centre Centro canadien 7 | Security Centre
for Cyber Security pour la cybersécurité apart of GCHQ

Deploying Al Systems Securely

Best Practices for Deploying Secure and Resilient Al Systems

Establish robust governance and clear accountability

. Executive summary

- CO n d U Ct rl S k a SseS S m e nt a n d d O C U m e nt th reatS Deploying artificial intelligence (Al) systems securely requires careful setup and

configuration that depends on the complexity of the Al system, the resources required

. . (e.g.. funding, technical expertise), and the infrastructure used (i.e., on premises, cloud,

—_ H a rd en con fl g ura t 10NS an d kee p Syste ms pa tC h ed or hybrid). This report expands upon the ‘secure deployment’ and ‘secure operation and
maintenance’ sections of the Guidelines for secure Al system development and

incorporates mitigation considerations from Engaaing with Artificial Intelligence (Al). Itis

—_ SeC u r‘e A P I S a n d u Se Sec u re p roto Co I S for organizations deploying and operating Al systems designed and developed by

another entity. The best practices may not be applicable to all environments, so the
mitigations should be adapted to specific use cases and threat profiles. [1], [2]

Promote security awareness, regu|ar audits, and stay updated on emerging Al securkty is a rapidly evolving area of research. As agencies, industry, and academia

discover potential weaknesses in Al technology and technigues to exploit them,

th reats organizations will need to update their Al systems to address the changing risks, in
addition to applying traditional IT best practices to Al systems.

This report was authored by the U.S. National Security Agency’s Artificial Intelligence
. po Security Center (AISC), the Cybersecurity and Infrastructure Security Agency (CISA),
o AI -S pec |f| C measures. the Federal Bureau of Investigation (FBI), the Australian Signals Directorate’s Australian
Cyber Security Centre (ACSC), the Canadian Centre for Cyber Security (CCCS), the
New Zealand National Cyber Security Centre (NCSC-NZ), and the United Kingdom's
— Leve ra g e th reat mo d e I S fro m AI Syste m d eve I 0] p ers tr\;a.monal Cyber Security Centre (NCSC-UK). The goals of the AISC and the report are
1. Improve the confidentiality, integrity, and availability of Al systems;
1 H 2. Assure thatk be ity vulnerabilities in Al syst tel
— Apply secure-by-design and Zero Trust to Al architecture e i G
3. Provide methodologies and controls to protect, detect, and respond to malicious
activity against Al systems and related data and services.

— Encrypt and tightly control access to Al model weights and sensitive data

This document is marked TLP:CLEAR. Recipients may share this information without restriction. Information is
subject to standard copyright rules. For more on the Traffic Light Protocol, see cisa. goviip/.
TLP:CLEAR]

WIDOVI43395-24 | PP-24-1538 | Apeil 2024 Ver. 1.0

— Validate Al artifacts’ integrity and test models for vulnerabilities

Continuously monitor Al system behavior, inputs, and outputs Dibloying Al Systenis Sacisly

TLP:CLEAR
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TESTING Al SECURITY

+ Distinctive aspects of Al red-teaming:

— Involves adversarial testing methods, e.g., attempts to elicit unwanted
behaviors, subvert the model’s built-in defenses or guardrails

— Context-Dependent: Red-teaming practices and objectives vary by stakeholder
(e.g., commercial developers vs. national security organizations) and by model
type (general-purpose vs. specialized models)

« Challenges:

— Measurement: what does it mean to “break” a model, and what constitutes a

model failure or vulnerability?

— Testing across multiple models and tracking results over time

— Building consensus around testing practices and maintaining transparency

* Particular questions for frontier models

The most powerful Al systems may
pose novel national security risks
in the near future in areas such as
cyberattacks ... as well as novel
securtty vulnerabilities. Because
America currently leads on Al
capabllities, the risks present in
American frontier models are likely
to be a preview for what foreign
adversartes will possess in the near
future. Understanding the nature
of these risks as they emerge is
vital for national defense and
homeland securtity.

Winning the Race: America’s Al Action
Plan (July 2025).
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RESPONDING TO Al SECURITY INCIDENTS

+ Defining Al security incidents (vs. Al incidents)

« Distinctive features of Al security incidents:

— Specific threat vectors, e.g., poisoned training dataset, supply chain attacks like
malicious code that is executed when the model is loaded

— Risk of compromise to sensitive and proprietary information, e.g., model
weights, and to large datasets like training data
 Potential challenges ahead:

— ldentifying suitable remediation (e.g., in case of data poisoning)

Explainability of unintentional Al incidents, like algorithmic errors or system
malfunctions

— Complexity and impact of shutting off the model or Al system

— Challenges relating to Al incident reporting and information sharing

EU Reporting Requirements

EU Al Act

For high-risk Al systems, mandatory
reporting of serious incidents, but definitions
are vague: “an incident or malfunctioning of
an Al system that directly or indirectly leads to
the infringement of obligations under Union

law intended to protect fundamental rights.”

Additional incident reporting obligations
under CRA, NIS2 and DORA.






Al FOR SECURITY

Al promises to help companies make their defenses stronger and their incident As Al systems advance in coding and
response teams more effective, including through: software engineering capabilities, their
utility as tools of both cyber offense and
— Vulnerability detection defense will expand. Maintaining a

robust defensive posture will be

— Enhanced threat detection and response especially important for owners of

— Enhanced attack surface monitoring critical inf(astr.uc.ture, e of whom
operate with limited financial resources.
— Automated patching Fortunately, Al systems themselves can
be excellent defensive tools. With
* Governments globally have supported the use of Al for security to tip the continued adoption of Al-enabled
balance toward cyber defenders cyberdefensive tools, providers of critical
(nfrastructure can stay ahead of
* Policymakers have evaluated how to avoid putting undue regulatory burdens emerging threats.

on Al when used for security purposes

Winning the Race: America’s Al
Action Plan (July 2025).
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THANK YOU!
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